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**1．本论文的研究意义和研究现状及发展动态分析，附主要参考文献目录）；20分**

**本论文主要的研究意义在于，通过研究雨天在镜头上附着雨滴雨痕时的照片，机器视觉该如何通过深度神经网络算法来去除这些雨滴影响，如何获得更多真实的更多有效的雨滴影响照片数据集，从而在应用场景中如自动驾驶和智能导航中获得更加真实的实时场景，对这类即时反应要求高的机器视觉处理提供更加可靠的算法支撑和安全保障。**

**对比于其他雨滴去除算法，该论文提出的研究现状为采用自己训练的雨滴生成算法为公共道路数据集添加随机雨滴噪声，从而丰富自己的训练数据集，目前的研究来看，在这一方面要想做到十分多的雨滴照片数据和道路标识线数据，对于监督学习来说是十分耗时且十分昂贵的。而且目前在这一方面的研究大部分仅针对于如何去处理非附着于镜头上的雨滴，而并非处理附着在镜头上的雨滴，于是这篇论文着重讲了研究团队对于附着在镜头上的雨滴做了何种处理。并且参考了几篇关于贝塞尔曲线和折射角计算附着雨滴样式的文章，并提出用这种方法和公式得到机器添加的雨滴照片。**

**动态分析其发展，目前该论文显示其在进行照片和路线标识还原时性能较好，并且由于雨滴添加算法能在数量上而非质量上更好地训练算法，研究团队未来将研究出一种用于添加更为真实的雨滴效果的机制。**

**2．本论文的研究内容，以及要解决的关键问题（此部分为重点阐述内容）；20分**

**本论文主要研究内容有两部分，第一部分是通过真实拍照所得的实景照片与雨滴照片通过Pix2PixHD与CNN来训练雨滴照片与其对应的无雨滴照片，并且采用综合数值来计算最小损失，综合了对抗性，感知性与对角度特征损失值，并设定了相应的权重系数进行计算（文中设定均为1）。第二部分是通过RGB色彩与照片坐标系与地球坐标系进行计算从而获得在雨滴附着情况下，照片会出现的图像变化。**

**本论文主要解决的问题同其研究方向，主要解决人造雨滴照片真实度问题和去除雨滴算法。**

**3．研究方案（技术）；（此部分为重点阐述内容）；30分**

**研究方案方面来说，该论文指出目前雨滴影响照片数据集的缺失，以及人工拍照过于耗时耗力，提出采用真实雨滴照片与其对应的真实干燥路面图片进行神经网络卷积训练，从而训练出去除照片中雨滴的模型。再采用自己算法合成的人工雨滴照片进行测试，测试其训练性能。**

**论文数据集主要来源有三个，分别是CamVid与CityScapes这种含有路线标识的数据集，这些是用于添加人工雨滴的数据集，还有一部分是研究团队自己通过两个视角相同的照相机进行拍摄，其中一个镜头上含有喷管喷出的水滴，另一个则是完全干燥的环境，用以获取一组对照照片，并且设计了水循环系统。**

**技术方面详细来说，对于去除雨滴算法的训练是基于Pix2PixHD方法，使用了4个向下卷积层，9个神经块以及4个向上卷积层，通过保留照片大部分图像结构与日照细节来进行激励。为了更好的泛化和去除，论文采用了不同损失值公式和权值系数来计算总体损失，由一个与PatchGAN相似的五层CNN构成。**

**（公式）**

**以上为论文所显示的损失计算函数。**

**技术方面对于计算机雨滴添加来说，论文显示他们采用了三篇关于雨滴折射等信息的论文，用一个简单的数据方法总结出了雨滴坠落位置，构造了GPU渲染器与球体雨滴之间的模型。类似于针孔摄像头，将折射角运用于模型中构造出了计算雨滴中心和雨滴添加的模型函数。并且将模型函数运用于CamVid、CityScapes这两个含有路线标识的街景照片中以及自己采样的干燥照片数据中。**

**4．本论文的创新之处与不足之处；10分**

**本论文的创新之处在于提出了一种非常值得探讨的雨滴去除算法，因为大部分雨滴去除算法是去除非附着于镜头上的雨滴，而忽略了附着在镜头上的雨滴，并且设计了一种有效的雨滴模拟模型来为数据集中的正常图片添加雨滴，丰富了用于卷积神经网络进行训练时所需要的数据集，从而可以提高神经网络在去除雨滴时的性能。**

**而本论文的不足之处是论文作者并没有阐述这种机器通过公式生成的雨滴照片数据是否在训练中存在合理性，因为从图片的直观上来看，生成的雨滴照片大多都是划痕，这些其实是高斯分布+雨滴公式多个雨滴作用效果合在了一起，和真实的雨滴数据还是有着一些差别，从最后的实验结果也可以看出来，作者并没有阐述这种雨滴生成算法是否会对训练产生负面效果，或者在测试中是否会存在一些误导偏差。**

**5．本论文不足之处与可能改进的地方；10分**

**正如这篇论文作者所说的那样，目前的雨滴生成算法与真实情况仍然有很大的差别，未来的工作作者想开发出更加真实，更加难以区分的雨滴生成算法，从而大幅度提高训练的可靠性和数据的可靠性。**

**6. 读完本英文论文或者上完计算机图形学这门课的心得体会（可以从各个方面写）；10分**

**也许将来我自己也会去涉足计算机图形学，计算机视觉这一模块。**

**对于上课的体验的话，我觉得大部分是对于3D图像描述的学习和一些先进的计算机视觉技术的了解，对于3D建模方面，在经历finalproject和3Droom试验后，对于这些的理解其实有了较为粗浅的理解，比如3Droom中的视角变换就是矩阵变换等，finalproject中的各种参数的计算，比如面的法向，点的法向，拉普拉斯光顺，高斯曲率，基于高斯曲率的三角网格简化这些内容。**

**对于这篇论文的感受，由于我最近才开始了解机器学习，尚还没有到神经网络，对于文中的公式也只能算一知半解，大概了解到这是需要做什么，粗浅地写下这篇总结。不过单看公式也能理解神经网络这些工具所需要的参数。机器视觉，或者说每一个技术都是服务与生活的，而这种机器视觉的尤为重要，因为在某种意义上，视觉是事物感知世界的最先选择，也是最优选择。**